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1 Outline

In this lecture, we cover

e the two-stage optimization framework,

e two-stage optimization models with various risk measures.

2 Two-stage optimization models

Let us describe general two-stage optimization models. The workflow proceeds as follows.

1. Implement the first-stage decision x1, e.g., fixed testing center locations.
2. Observe information &.

3. Implement the second-stage decision z2 based on x1 and &, e.g., mobile testing center locations
and test case allocations.

Here, we use the following terminologies.

e 1 is called the here-and-now decision since they must be executed up-front before observ-
ing €.

e 1, is called the wait-and-see decision or the recourse decision since they can be executed
after information £ is revealed.

Note that the realized information £ can change the course of action.

Let Q(z1,&) be the cost of the first-stage decision x; associated with information &, given that the
second-stage decision x5 is chosen optimally with respect to x1 and £. Formally, Q(x1,&) is given
by

Q(x1,€) = min (¢ a2
s.t. Ag(f)xl + BQ(f)xQ > bg(f)

Again, the second-decision decision optimizes the second-stage problem that is specified after the
first-stage decision is made and the information £ is realized. Here, the objective vector ca(§),
constraint matrices Ay (), B2(§), and the right-hand side vector b2(£) depend on the information &.
Assuming that x is always chosen as an optimal second-stage decision, Q(z1, &) encodes the value
of the first-stage decision x1. Then, we choose x1 by minimizing the overall expected cost.

min ¢ z1 + E[Q(z1,¢)]
s.t. Aijzy > by.

Here, we may use other risk measures instead of expectation.
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Then the next question is, how do we solve this? As before, we assume that we are given N
scenarios about the information £. We are given

&1,...,¢&N.
Assume that
Pl§¢ =& =pi, i€[N]
with 3_,c;nypi = 1. Then
E[Q(z1,)] = ) piQ(x1,&).

1€[N]
Plugging this to the two-stage optimization model, we deduce
min  cfz1+ Y piQ(w1,&)
1€[N]
s.t. Ajzy > by.

By adding some auxiliary variables, we can rewrite the optimization model as
min CiriL'l + Z pit;
1€[N]
st. Ajz > by
Next, we can handle constraint
Qr1,&) <t

by the procedure called lifting. In fact, we have already used the procedure without specifying the
terminology. Recall that Q(z1,&;) is given by the second stage optimization problem with & = &;.

Q(z1.&4) = min (&) o)
st Ag(&)ar + Ba(&)xh > ba(&).
Here, we used variable a:’z to indicate that Q(z1,&) corresponds to scenario i. Note that the
minimum value of 02(&)Tx§ over 7% satisfying Ao (&;)x1 + Ba(&;)xh > ba(&;) is less than or equal to ¢;
if and only if there exists some x} satisfying As(&;)x1+ Ba(&)xh > ba(&;) such that co (&) Tah < t;.
Then constraint Q(x1,&;) < t; is equivalent to the condition that there exists x% such that
(&) b <t
Az (&)w1 + Ba(&)wh > ba(&).

Therefore, we obtain the following formulation.
min clTxl + Z piti
1€[N]
st. Ajzy > by
co(&) T wh <ti, i€[N]
Az(&)ar + Ba(&)xh > ba2(&), i € [N].
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In fact, it is not necessary to use the auxiliary variables ¢; for i € [N]. We can simply write

min C;rl‘l + Z piCQ(gi)TfE%
1€[N]
st. Az > by

Ag(&)m1 + Ba(&)ah > by(&), i€ [N].

3 Two-stage optimization models with different risk measures

For the second-stage value, we considered the expectation of function Q(z,&). In general, we may
consider

min ¢ 1 4 p(Q(x1,£1), ..., Q(x1,EN))
s.t. Ajxy > by

where p : RV — R is some risk measure.
3.1 Worst-case value

Consider the case when

p(Q(z1,61), ..., Q(z1,&n)) = max {Q(x1,61), ..., Q(z1,8N) } -

Then the optimization model is given by
min c]—xl +t
st. Ajx1 > by

maX{Q(xlvél)a ceey Q(xth)} <t.

This is equivalent to

min cszcl +t
s.t. Az > b
Q(z1,&) <t, 1€[N].

Then, by the lifting procedure,
min clTacl +1
s.t. Az > by
(&) ah <t, i€[N]
Az (&)w1 + Ba(&)wh > ba(&), i € [N].
3.2 Conditional-value at risk
Next, we consider
min C;rim + CVaR, (Q(xl,f); PN)

s.t. AlfL‘l > bl.



The model is equivalent to

min cchz:l +v
st. Az > by

CVaR, (Q(m,é);pN) <w
We may rewrite constraint CVaR, (Q(ml, €); PN) <w as
CVaR,, (Q(:El,g) — v PN) <0.

Recall that CVaR,, (Q(ml, &) —wv; ZSN) < 0 is equivalent to the constraints

t—i-i me<0
ZGN]

r>0
t+ri>Qx1,&) —v, i€ [N
Furthermore,

Q(x1,&) <v+t+r

can be rewritten as

(&) ah <v+t+r, i€[N]
Az(&)ar + Ba(&)ay > ba(&), i € [N].
Therefore, we can replace
CVaR, (Q(a1,€); Py) < v
by

3 <0
1€[N]

r>0
CQ(&)T.CI}; §U+t+7“7;, 7€ [N}
As(&)m1 + Ba(&i)ah > ba(&), i€ [N].

Therefore, the final equivalent reformulation is

min c]—xl + v
s.t. Ajx; > b
1
t+ Miez[]:v]]ﬂm <0
r>0
(&) ah <v+t+r, i€[N]
Ag(&)ar + Ba(&i)awh > ba(&), i€ [N].
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3.3 Value at risk

Next, we consider
min ¢} 71 + VaR, <Q(:c1, £); PN>

s.t. All'l > bl.

The model is equivalent to
min cszL'l +wv
s.t. Az > b
VaR, (Q(l'lag) - U;pN) <0.

Recall that VaR, (Q(azl, &) —v; PN> < 0 is equivalent to the constraints

Q(z1,&) —v < Mz, i€ [N]

Zpiziﬁl—a

1€[N]
ze {0, 1}V,

Furthermore,
Q(z1,&) < v+ Mz

can be rewritten as
CQ(fZ‘)T[IJ% <v+ Mz, 1€ [N]
As(&)ar + Ba(&i)ah > ba(&), i€ [N].

Therefore, the final equivalent reformulation is

min clTxl +v

s.t. Ajxy > b
Z pizi <1l—a
1€[N]
ze {0, 1}V
co(&) Tl <v+ Mz, i€ [N
As(&)z1 + Ba(&)rh > ba(&), i€ [N].



	Outline
	Two-stage optimization models
	Two-stage optimization models with different risk measures
	Worst-case value
	Conditional-value at risk
	Value at risk


